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Abstract 

Successfully understanding social media conversation growth, dissemination and extinction is a challenging task 
that relies on identifying groups, group influence, diffusion models, forecast models, social dynamics and text 
analytics. In this problem, we concentrate on the description of a novel approach for identifying drivers of the 
direction and momentum of social conversations, including the spread of mood, sentiment and issues. The 
approach first groups potential drivers of conversation based on variability. The primary driver in each group is 
then selected. Finally, the relationship between the selected drivers and the topic outcome is calculated and 
displayed visually. This enables the quick identification of the form and structure of the conversation and allows 
us to predict momentum, direction, contagion risks, potential responses and interventions. 

 

Context:  

There is a huge amount of data in the form of text available today in the internet across various channels – 
social media, news articles, blogs, e-commerce websites. Most of this data is a part of some “conversation” or 
the other where real-world entities discuss, analyze, comment, exchange information in the form of written 
expressions in textual format. Driver Modeling on textual data can be useful in observing the key drivers which 
are driving the “conversation” coupled with the associated sentiments and mood states for the observed key 
drivers. These insights about the key conversational drivers are often used in a variety of domains such as 
tracking news cycles, stock movements, legislation developments, brand image, viral breakouts and much more 

Keywords: Driver Analysis, Textual Topic 

 

1. Introduction 

In most e-commerce/connected commerce websites, the consumer base has the authority to comment or provide 
feedback pertaining to the services received. E-commerce/retail websites have the historical feedback/reviews 
received open for public viewing. 90% of consumers say buying decisions are influenced by online reviews; 
More than 50% of online purchasers said they had read online reviews prior to hitting the buy button, while 
nearly 40% of consumers who made purchases in-store did so. For connected commerce business, ratings & 
reviews play a critical role in driving brand/product choice and ultimately conversion to purchase. There is an 
opportunity to mine the ratings & reviews data and convert it into a competitive advantage to drive conversion & 
loyalty, win vs. competitors, and ultimately drive incremental sales. There is an opportunity to mine the ratings 
& reviews data and convert it into a competitive advantage to drive conversion & loyalty, win vs. competitors, 
and ultimately drive incremental sales. The goal is to utilize technology (Natural Language Processing) in and 
machine learning to understand drivers of ratings that can then be leveraged to reach right consumers/right 
time/right place with right product at right price. Through NLP/ML, we would be able to better understand 
drivers of Ratings & Reviews, cluster consumers; deploy learnings across consumption generating vehicles and 
drive higher conversion/sales/loyalty. With over 60% of all outlet sales being digitally influenced, this would 
help drive both online and offline sales. Learnings will also influence innovation and communications strategy. 

The approach is illustrated in Figure 1 where we show the process flow. 

Figure 1: Illustration of the high-level process flow 

1.1 Preliminary pre-processing 

In order to perform Driver Analysis, it is necessary to process the natural language and convert it into a 
model-ingestible format. The major preliminary processes involved are as follows 

 Stemming 



 Lemmatization 

 POS Tagging 

 Dictionary and Taxonomy construction 

 Acronym resolution 

 N-gram Tokenization 

Figure 2: Preliminary pre-processing of textual data to make it ingestible 

 

2. Key Components 

The key functional unique components of the driver model are as follows: 

 Community or Sub-net identification and their respective hypernyms using ‘Relatedness’ matrix 
(Explicit Semantic Indexing) 

 N-gram Tokenization for Topic Modeling - For each hypernym, we would be identifying the topics 
using n-grams 

 Weighing the Document-Term Matrix with Inverse Document Frequency to provide higher weights 
to low-frequency terms and lower weights to high-frequency terms 

 Topic Modeling on each subnet to identify top n-grams (hypernyms) using Latent Dirichlet 
Allocation/Latent Semantic Indexing 

 Polarity and importance of n-grams in the topics 

 

2.1 Community or subnet identification (1) 

The prime advantage of Explicit Semantic Indexing (2) during sub-net creation is that it provides greater 
flexibility. It also does not rely on a specific taxonomy to ingest and categorize documents. 

ESI works at a semantic and contextual level rather than a superficial vocabulary of a word or document. It 
represents the meaning of a piece text, as a combination of the concepts found in the text. The context or 
meaning of a piece of text, as a composition of the concepts embedded, is best represented by ESI. It has 
extensive utilities in document classification, semantic relatedness and information retrieval. 

In document classification, for example, documents are labeled to make them easier to organize. Labeling a 
document with keywords/concepts makes it easier to pinpoint. However, keyword labeling alone has its cons; 
searches carried out using vocabulary with similar semantic context, but different actual terms may not obtain 
relevant documents. However semantic classification of text reduces the effect on specific terms and can greatly 
improve the understanding of the text. 

 

 



Figure 3.1: Community or Subnet identification (8) process flow 

 

2.1.1 Example for Component 1 (3):  

Wikipedia is an extensive source of information where each article can be assumed to be a distinct concept. In 
ESA based on Wikipedia, a concept is initiated for each article. A vector composed of the terms which prevail in 
the article then represents the concepts, weighted by their tf-idf measure. 

The context of any given term can then be projected as a vector of the “association weighting” to the previously 
established concepts. 

By comparing 2 word-vectors using association measures, we can identify their semantic relation to the 
underlying concepts. 

Figure 3.2: Community or Subnet identification example 

 

2.1.2 Representation of Component 1: 

Larger documents are projected as a contrast of word vectors obtained from the document vocabulary. Resultant 
document vectors are called “concept” vectors. For example, a concept vector might look something like the 
following: 

Figure 3.3: Community or Subnet identification representation (1) 

Geometrically, a concept vector can be represented as the centroid of the word vectors it is composed of. The 
image below illustrates the same. 

Figure 3.4: Community or Subnet identification representation (2) 



Hence, to compare the similarity between two phrases, we can generate their individual concept vectors from 
their underlying word vectors and then compare these two using association or similarity measures. 

 

2.2 N-Gram Tokenization 

In NLP and computational linguistics, an n-gram is an adjoining progression of n items from a fragment of text 
or speech in question. These items can be either of these – words, letters, syllables, phonemes or any base object 
according to the requirement.  

Sentence: “A swimmer likes swimming thus he swims.” 

Figure 4: Tokenization example 

Most topic model algorithms, like Latent Dirichlet Allocation, are dependent on bag-of-words approach. 
However, ordering and placement of phrase and words are often useful in understanding the context. Topical 
n-grams, a topic model that establishes topics as well as topical phrases instead of just bag of words, would be 
able to capture more context – like the ability to differentiate “white house” in real estate or political context. 

Figure 5.1: How tokenization helps (1) 

Figure 5.2: How tokenization helps (2) 

 

2.2.1 Handling redundancy and noise: 

The approach of using n-gram tokenization also has some drawbacks. The huge number of n-grams generated 
from the raw texts often has few occurrences of n-grams that are extremely rare or occur a lesser number of 
times. This number is often very high and leads to unnecessary complications and clutter during further model 
building. Hence a method to select only those n-grams that are semantically sound or have some context helps in 
solving the above problem.  

Detecting tokens is an important problem in the field of computational linguistics, where they’re usually called 



collocations. Most approaches carry out statistical tests that attempt to measure the variance with respect to a 
random bag-of-words model. Ted Dunning’s G2 (4) is one such likelihood ratio test which compares the 
estimated probability of term B occurring after term A to the marginal distribution of term A and B. If the 
occurrence of A is independent of B, then the probabilities will be almost same. If B is much more frequent after 
A, then the probabilities will be significantly different. 

Figure 6: Ted Dunning’s G2 

 

2.3 Weighting the Document Term Matrix 

Term Frequency weights are proportional to the occurrence of terms in the document whereas Inverse 
document frequency is an inverse function of the number of documents containing a term thereby quantifying 
the specificity. 

If we are planning to use LDA as the method to observe Topic Models, it must be kept in mind that the weighting 
cannot be TF-IDF because the basic assumption for Dirichlet distribution demands the support of the Random 
Variable to be a fractional value and sum of all values should be 1. Hence the only solution is to use Term 
Frequency approach. But using TF approach can lead to loss of information of rarely used words in the 
documents, which even though small in number, are significant drivers of conversation. Hence, we plan to use 
TFIDF at a first level screening to screen words and drop ones that are highly frequent and less specific. Next, 
with the filtered list of terms, we propose to use its Document-Term Matrix with its Normalized Term Frequency 
weighting as the input for the Topic Model. 

 

2.4 Topic Modeling 

Topic Modeling is an effective method of modeling textual corpora and other sets of discrete data in text format. 

The primary aim is to find portrayals of the components of a group that allows dynamic processing of larger sets 
while sustaining the necessary statistical relationships that can be utilized further for tasks such as text 
classification, document summarization, relevance judgment prediction etc. 

In ML and NLP, a topic model is a type of statistical model which is capable of identifying the hypothetical 
underlying "topics" that are present in a group of documents thus observing the latent semantic structures in text. 

Intuitively, if a given document is related to a particular topic, one can expect a particular set of words from the 
vocabulary to exist in the given document more frequently. 

 

 

 



2.4.1 Latent Semantic Indexing 

While the tf-idf measure provides some useful features such as identification of sets of terms/tokens that are 
discerning for documents, the approach actually does not provide a reasonable reduction in length of its 
description. It also provides very little information pertaining to intra or inter-document statistical structure.  

To address these drawbacks, several dimensionality reduction techniques were proposed, one important such 
approach being Latent Semantic Indexing (LSI). A singular value decomposition of the document term matrix 
results in a linear vector space in the tf-idf feature space. This helps to explain a significant amount of variance 
in the collection of documents. 

This approach can be used to obtain a significant reduction in size within large groups. Further, the derived 
features, which are linear contrasts of the original features, can explain some of the characteristics of synonymy 
and polysemy (5). 

On selecting the top k singular values, and their analogous singular vectors from U and V, we get the 
approximation to the document term matrix with rank k with a minimal error. Most importantly, now the term 
and document vectors can be treated as a "semantic space". 

We write this approximation as 

 

Fig 7: Singular Value Decomposition for LSI 

 

We can now use the decomposition to: 

 Observe how related two documents are by analyzing the vectors by similarity measures 

 Compare two terms within a document 

 Vector representations of documents and terms can be clustered using different similarity measures. 

 Given a query, using it as a reference, and compare it to existing documents in a space of lower 
dimension. 

 

2.4.2 Advantages of Latent Dirichlet Allocation (6): 

Most dimensionality reduction approaches are governed by the fundamental “bag-of-words” assumption where 
the ordering of words and their occurrence in the text can be neglected.  

In the jargon of probability theory, this spells out into the premise of exchangeability for the terms in a document. 
Although less often formally stated, the assumption of these methods is that the documents are exchangeable, 
that is, specific ordering of documents in the corpus can be ignored.  

De Finetti’s classic representation theorem establishes that any set of random variables which are exchangeable 
should have a depiction as a mixture distribution - in general – an infinite mixture. Hence, if we take into 
account exchangeable depictions for terms and documents, it is justified to assume the mixture models that 
would capture this exchangeability of both terms and documents. This line of thought led to the Latent Dirichlet 
Allocation (LDA) model 



Fig 8: Latent Dirichlet Allocation process flow 

 

The purpose of using LDA/LSI and performing a Topic Model on the set of documents is to have a set of tokens 
from the top topics which would act as a base for our next step – the driver modeling. Topic modeling would 
provide us a bag of tokens as the top conversational topics and in the next step, we would be statistically 
observing the top tokens that are significantly driving the conversation and how it is impacting the ratings. 

 

2.5 Driver Analysis 

In general, a key driver analysis is the study of the relations among many factors to identify the primary and 
significant ones. In our case, we are interested in the relationship between the text tokens which form the 
documents (here reviews) and the associated ratings that the user provided along with the review/feedback. Such 
an analysis results, for example, explores and estimates the relationship between the top conversational topics 
from the review texts and the categorical rating variable.  

Now in order to model the tokens from reviews and the categorical variable of ratings, we can use a multinomial 
logit model where the target/independent variable is ‘Rating’. We can consider either of the following two cases 
for defining the dependent variable measures: 

 TFIDF values of the tokens with respect to the reviews 

 Similarity measure (Jaccard, Levenshtein, Cosine) between the tokens and reviews  

The rationale behind using the Multinomial Logit Model is because of the presence of more than two categories 
of the independent variable. One more advantage behind this being it would make easier to analyze the drivers 
between reviews having a very low difference in rating (for example – why a particular set of reviews are rated 5 
and another set being rated 4).  

The rationale behind using TFIDF values of tokens as dependent variables is that it represents the frequency as 
well as specificity of the tokens for each document. However, one drawback might be the extreme sparseness of 
the matrix since the chances of a token occurring in a document (review) decreases when an n-gram of higher 
order is used. As an alternative to the TFIDF approach, we can use the Similarity approach. This method takes 
into consideration how a token is semantically similar to each of the review. The setback this method might face 
is – if the tokens are created without stopwords being removed from the review text and then compared to the 
entire document, there could be noise and misleading measures of similarity caused by the presence of common 
words in the reviews. To avoid this over or underestimation of the similarity scores, we can compare the tokens 
with the pre-processed review texts which contain no stop words. 

Once we have the logit model, we can observe the standardized beta estimates of the dependent variables or the 
tokens in order to have an idea of their contribution in explaining the target or independent variable – ratings 
(refer fig 9.).  

 

2.6 Sentiment and Mood-State Integration 

This component is a further refinement on the drivers observed from the above step. Here we try to classify the 
drivers into either being a positive or a negative sentiment driver. This would bring deep insights into why a 
particular token is driving the conversation in a positive/negative direction on the rating scale. Also, if we layer 
in the notion of mood states into our analysis, then we can have a further idea of how and where a particular 
driver is affecting the mood state of consumers. The sentiment or mood state integration can be easily 



implemented using lexicon (7) based word-emotion association. 

Fig 9: Snapshot of how drivers and associated importance looks after sentiment integration 

 

3. Conclusion 

Hence by using the above components we can efficiently extract and understand the key drivers of reviews 
which drive the ratings in e-commerce/connected commerce platforms. 

As a generalized use case, if there arises a scenario where there is no target variable per se, we can use the 
overall sentiment polarity scores of the text in question as the target/independent variable. 
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