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 5 

 6 

Abstract 7 

 8 

Time series modelling has been proved its usefulness in various fields including 9 

meteorology, hydrology and agriculture. It utilizes past data and extracts useful information 10 

from them to build up a model which could simulate various processes. The prior knowledge 11 

of evapotranspiration could help in estimating the amount of water required by the crops that 12 

is useful for optimizing design of irrigation systems. In this study, the time series modelling 13 

of monthly temperature and reference evapotranspiration has been carried out utilizing past 14 

data of 35 years (1983-2017) to assist decision makers related to agriculture and meteorology. 15 

30 years (1983-2012) of temperature and evapotranspiration data were used for training and 16 

remaining 5 years of data (2013-2017) were used for validation. The monthly 17 

evapotranspiration was estimated using Penman-Monteith FAO-56 method. Mann-Kendall 18 

test was used at 5% significant level for identifying trend component in mean temperature. 19 

The time series of temperature and evapotranspiration was made stationary for modelling the 20 

stochastic components using ARIMA (Autoregressive Integrated Moving Average) model. In 21 

order to check the normality of residuals, the Portmantaeu test was applied. The time series 22 

models for temperature and evapotranspiration which were validated for 5 years (2013-2017) 23 

and further deployed for forecasting of 5 years (2018-2022). It was found that for modelling 24 

temperature and reference evapotranspiration for Navsari, seasonal ARIMA (1,0,0)(0,1,1)12 25 

and seasonal ARIMA (1,0,1)(1,1,2)12 were found to be appropriate models respectively. 26 

Mann Kendall test used for trend detection in monthly mean temperature revealed that 27 

October and November months had significant positive trend. Negative trend was observed 28 

only in the month of June. 29 

 30 

Keywords: Autoregressive integrated moving average model, Mann-Kendall test, Penman-31 

Monteith, Portmantaeu test, Reference evapotranspiration, Temperature, Time series 32 

modelling.  33 

 34 

Introduction 35 

 36 

The time series modelling aims to collect and analyse past values for developing 37 

appropriate models that describe the inherent structure and characteristics of the series [1]. 38 

Time series forecasting is the use of a developed model to forecast values based on past 39 

observed values [2]. Autoregressive Integrated Moving Average (ARIMA) model is one of 40 

the most recognized statistical models for time series forecasting owing to its simplicity. Air 41 

temperature is a variable in meteorology which indicates how hot or cold the air is. The 42 

temperature has a major influence on other meteorological variables like evaporation, relative 43 

humidity, wind speed, wind direction and precipitation patterns. Reference crop 44 

evapotranspiration is the evapotranspiration rate from a reference surface. The reference 45 

surface closely resembles an extensive area of actively growing green grass of uniform height 46 

completely shading the ground and with unlimited availability of soil moisture. The concept 47 

of reference evapotranspiration provides information of the evaporation demand of the 48 

atmosphere, independent of the type of crop, its stage of development and the management 49 



 

 

practices. Reference crop evapotranspiration is one of the most important parameters for the 50 

efficient management of available water resources and it is also a major component of the 51 

water requirement of crops and governs irrigation scheduling. The long-term values of 52 

reference evapotranspiration are required for planning and management of water resources 53 

and irrigation scheduling. Many investigators have developed equations to estimate reference 54 

evapotranspiration, however, the reference evapotranspiration estimated by Penman-Monteith 55 

method is the most common method [3]. This method includes physiological and 56 

aerodynamic parameters and it is considered to be the most reliable method to estimate 57 

reference evapotranspiration under various climatic conditions.  58 

 59 

The ARIMA (Auto Regressive Integrated Moving Average) models was used to carry 60 

out short-term predictions of monthly maximum and minimum temperatures in the Sylhet 61 

district in north-east Bangladesh using the classical Box-Jenkins methodology. Temperature 62 

data from the year 1977 to 2011 were used for formulating the seasonal ARIMA models and 63 

the verification of the models was done for the years 2010 to 2011.  For the maximum and 64 

minimum temperatures at Sylhet station, ARIMA (1,1,1) (1,1,1)12 and ARIMA (1,1,1) 65 

(0,1,1)12 respectively, were obtained as the appropriate models. Using these ARIMA-66 

models, one-month-ahead forecasts of the temperatures for years 2010 and 2011 was carried 67 

out [4]. 68 

 69 

The monthly mean temperature was analysed in Nanjing, China, from 1951 to 2017, 70 

using SARIMA (Seasonal Autoregressive Integrated Moving Average) techniques. Data from 71 

1951 to 2014 was used as the training set, while data from 2015 to 2017 was used as the 72 

testing set. SARIMA (1, 1, 1) × (1, 0, 1)12 showed the lowest AIC value and thus was 73 

selected as the optimal model for forecasting. The mean square errors (MSE) of the predicted 74 

values from 2015, 2016 and 2017 were 0.84, 0.89 and 0.94 respectively [5]. 75 

 76 

The time series of reference crop evapotranspiration for Bokaro district in Jharkhand 77 

state, India using data series of 102 years (1901-2002). Maximum likelihood method was 78 

used for determining the parameters of the models. The best fitted model was found to be 79 

seasonal ARIMA (0, 1, 4) (0, 1, 1)12 which was used for forecasting a period of 24 months. 80 

High coefficient of determination value 0.9821 was obtained between observed and 81 

forecasted value [6]. 82 

 83 

 ARIMA model was used for forecasting reference crop evapotranspiration of Solapur 84 

region, Maharashtra state, India using 33 years (1984-2016) of daily data. One year ahead 85 

forecast (i.e. for the year 2016) of reference evapotranspiration values were obtained with the 86 

help of these selected models and compared with the values of reference evapotranspiration 87 

obtained from the weather data of 2016 by root mean square error (RMSE).The results 88 

showed that seasonal ARIMA (0,0,1) (1,0,2)52 was the best model for forecasting of weekly 89 

evapotranspiration values [7].  90 

 91 

Study area 92 

 93 

Navsari is located at 20.9467° N latitude and 72.9520° E longitude in the South-94 

eastern part of Gujarat state. It receives an average annual rainfall of 1621 mm. More than 90 95 

% of the rainfall occurs in the monsoon months namely June, July, August and September. It 96 

has an average elevation of 9m above sea level. The average maximum and minimum 97 

temperatures are 40 °C and 17 °C respectively.  98 

 99 



 

 

 100 

Materials and methods 101 

 102 

The mean monthly temperature and evaporation data (1983-2017) obtained from 103 

agro-meteorological cell of Navsari Agricultural University were used for modelling and 104 

trend analysis. The data were used to obtain a series of monthly reference evapotranspiration 105 

by Penman-Monteith method. The trend of the mean monthly temperature series was then 106 

analysed using Mann-Kendall test. 107 

. 108 

FAO Penman-Monteith method 109 

 110 

The data of meteorological variables like humidity, maximum temperature, minimum 111 

temperature, wind, sunshine hours and radiation data were used to calculate the reference 112 

evapotranspiration using FAO Penman Monteith method. Allen et al., (1998) defined and 113 

published the FAO paper no. 56 the Penman-Monteith ET0, as the rate from a hypothetical 114 

reference crop with an assumed crop height (12 cm), a fixed surface resistance (70 sm-1) and 115 

albedo (0.23), closely resembling the ET from an extensive surface of green grass cover with 116 

adequate water [3]. The following equation was used to calculate the reference 117 

evapotranspiration. 118 

 119 

                                                          (1) 120 

 121 

 122 

 123 

Where, ET0 = reference evapotranspiration [mm day-1], 124 

 Rn = net radiation at the crop surface [MJ m-2 day-1], 125 

 G = soil heat flux density [MJ m-2 day-1],  126 

T = mean daily air temperature at 2 m height [°C],u2 is wind speed at 2 m height [m s-1], 127 

 es = saturation vapour pressure [kPa], 128 

 ea = actualvapour pressure [kPa],  129 

es –ea = saturation vapour pressure deficit [kPa], 130 

 ∆ = slope vapour pressure curve [kPa °C-1], 131 

 γ = psychrometric constant [k\Pa °C-1]. 132 

 133 

Auto Regressive Integrated Moving Average (ARIMA) model 134 

 135 

 In this study, the time series modelling of monthly temperature and reference 136 

evapotranspiration was carried out utilizing past data of 35 years (1983-2017) out of which 137 

30 years (1983-2012) of data were used for training and remaining 5 years of data (2013-138 

2017) were used for validation. The analysis of time series was carried out using ARIMA 139 

model. In the ARIMA model, the first component is the autoregressive (AR) term, the second 140 

component is the integration (I) term which accounts for stabilizing or making the data 141 

stationary and the third component is the moving average (MA) term of the forecast errors. 142 

Box-Jenkins methodology (1976) was adopted in this study which involved model 143 

identification, parameter estimation and diagnostic check (residual analysis) [8]. 144 

 145 

The identification of model consisted of specifying the appropriate structure and order 146 

of model. First, the preliminary analysis of time series data was carried out to identify 147 

periodicities and significant spikes that reflect a non-stationary process inherent in the data. 148 

Stationarity was detected from an autocorrelation plot. The differencing approach was used to 149 
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achieve stationarity.  Once stationarity and seasonality were addressed, the next step was to 150 

identify the order of the autoregressive and moving average terms which was accomplished 151 

by observing significant peaks in partial autocorrelogram and autocorrelogram.  152 

 153 

ARIMA model can be written as  154 

       (2) 155 

 156 

                                                                                     
        (3)                      
 

Let,      157 

 158 

                                                                                     
        (4)                                     
 

Where     159 

The ARIMA model is also written as 160 

 161 

  �� � � � ���	
∅��	 ��                                                                                             (5)                                       

 
where,  162 ��= the response series  �� � �1 � �	��� 163 � = the mean time of weekly parameter.  164 

B = the backshift operator, that is, BXt=Xt-1 165 

Ø(B)= 1 – Ø1B
1-..........-ØpB

p = the autoregressive operator.  166 

ϴ(B)= 1 – ϴ1B
1-..........-ϴqB

q = the moving average operator. 167 

 αt = the independent disturbance (random error). 168 

 169 

The seasonal ARIMA model is given as follows: 170 

 171 ��  ���	����	��� ����  �  ��  ��	�����	��                                          (6) 172 

 173 �� ���	 � ���� !�" �#$ %�&%���'(�  )�%�$ %  *  %+�% , �� � %�&#"�% �#$ %�&%���'(�  )�%�$ %  *  %�% ) ��� � ���� !�" +'**�%�!-�� �� � %�&#"�% +'**�%�!-�� �����	 � ���� !�" . ('!& �(�%�&�  )�%�$ %  *  %+�% ,  �� ��	 � %�&#"�% . ('!& �(�%�&�  )�%�$ %  *  %+�% ) �� � /0'$� ! '�� )% -��� 
 174 

Table 1: Determination of model by using ACF and PACF patterns 175 

MODEL ACF PACF 

AR (p) Dies down Cut off after lag q 

MA (q) Cut off after lag p Dies down 

ARMA (p, q) Dies down Dies down 

 176 

Parameters were estimated by Marquardt’s algorithm available in statistical toolbox of 177 

Matlab software and the model was selected based on mean square error criteria. A 178 

                                                      
Where B is the backshift operator: �1� �  1�23      
Seasonal ARIMA model can be written as                                                                              



 

 

portmanteau test, also called the Ljung-Box test was used for testing for autocorrelation in the 179 

residuals of a model. If the residuals were found to be significant then the model was 180 

rejected, and the test was conducted on other candidate models. The absence of any 181 

significant spikes in the residual ACF and PACF plots demonstrated proper fitting. For Ljung 182 

Box test [9], the null hypothesis was that the set of autocorrelations for residuals is white 183 

noise.  184 

It was computed as: 185 

                            145 � !�! � 2	 ∑ 89:;2<4<=3                                                                (7) 186 

where n is the size of sample, rk is the sample autocorrelation at lag k, and the m is the 187 

number of  lags  being  tested . 188 

 189 

Mann Kendall test 190 

 191 

It is a non-parametric test used for the purpose of statistically assessing if there is a 192 

monotonic upward or downward trend of the variable of interest over time [10,11]. 193 

According to this test, the null hypothesis H0 assumes that there is no trend (the data is 194 

independent and randomly ordered) and this is tested against the alternative hypothesis H1, 195 

which assumes that there is a trend [12]. 196 

 197 

The Mann-Kendall statistic S is calculated as  198 

 199 

> � ? ? �&!�@A � @B	
;

A=AC3

;23

B=3
 

 200 

 201 

xi is ranked from i = 1,2,.......n-1 202 

xj, is ranked from j = i+1,2,......n.  203 

�&!D@A � @BE �
FG
H
GI 1 '*D@A � @BE > 0

0 '* D@A � @BE � 0
�1 '* D@A � @BE < 0 

M 
For n ≥ 10, the statistic S is approximately normally distributed with the mean E(S)=0 and  204 

variance as follows:                                      205 

 206 

N�% �>	 �  ! �! � 1	�2! � 5	 � ∑ $B�'	�' � 1	�2' � 5	4B=318  

 207 

 208 

Where ti is considered as the number of ties up to sample i. 209 

 210 

The test statistics Zs is computed as 211 

 212 

Q� �
FG
H
GI

> � 1
R(�%�>	  * % > > 0

0 * % > � 0> � 1
R(�%�>	  * % > < 0

M 

(8) 

(9) 

(10) 

(11) 



 

 213 

The test statistic Zs is used a measure of significance of trend. In fact, this test statistic 214 

is used to test the null hypothesis, H0. If |Zs| is greater than Zα/2, where α represents the 215 

chosen significance level, then the null hypothesis is invalid implying that the trend is 216 

significant.  217 

 218 

 219 

Results and Discussion 220 

 221 

The time series of mean temperature and reference evapotranspiration was analysed 222 

for periodicities using autocorrelation plot. The presence of significant periodicities was 223 

evident from the autocorrelation plot shown in Fig. 1, therefore, the series was differenced to 224 

make it stationary. The autocorrelation plot of the differenced series is shown in Fig. 2 in 225 

which it could be seen that the number of significant periodicities was reduced.  226 

 227 

 228 
Fig 1: Autocorrelation function of mean temperature series 229 

 230 

 231 
Fig 2: Autocorrelation function of the differenced series of mean temperature 232 

 233 

Numerous ARIMA models were used to for modelling mean temperature and their residuals 234 

were also tested. Finally, it was found that seasonal ARIMA (1,0,0)(0,1,1)12 was found to be 235 

the appropriate model for mean temperature. The parameter estimates of the model are given 236 

in Table 2. One autoregressive term and one seasonal moving average term has been used in 237 
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the model. The model was used for simulating the mean temperature series. The coefficient 238 

of determination values for training and testing period were respectively found to be 0.94 and 239 

0.92 as shown in Fig. 3 and Fig. 4 respectively. The model was then tested for their residuals. 240 

Ljung box test revealed that the autocorrelations and partial autocorrelations were not found 241 

to be significant as shown in Fig. 7 Also, the histogram of the residual series and normal 242 

probability plot exhibited normal distribution as shown in Fig. 5 and Fig. 6 respectively. The 243 

seasonal ARIMA (1,0,0)(0,1,1)12 was then used to predict mean temperature for five years 244 

from the year 2018 to 2022 which is given in Appendix.  245 

 246 

Table 2: Parameter estimates of seasonal ARIMA (1,0,0)(0,1,1)12 247 

Terms Estimate Std. Error T- value P -value 

AR -  1 0.4889 0.046 10.63 0.000 

SMA -  12 0.9479 0.0238 39.9 0.000 

Constant 0.009391 0.003916 2.4 0.017 

 248 

 249 
Fig. 3 : Observed vs Predicted Mean temperature (°°°°C) for testing period (1983-2012) 250 

 251 

 252 
Fig. 4: Observed vs. Predicted Mean temperature (°°°°C) for validation period (2013-2017) 253 
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 255 
Fig. 5: Histogram of residuals 256 

 257 
Fig. 6: Normal probability plot of the residuals 258 

 259 
Fig.7: ACF and PACF plot of residuals  260 
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The modelling approach for reference evapotranspiration was similar to that of mean 261 

temperature; therefore, only the parameter estimates of the selected model for reference 262 

evapotranspiration is given in this study. The approach of differencing to make the series 263 

stationary was also carried out on the series of reference evapotranspiration. The seasonal 264 

ARIMA model (1,0,1)(1,1,2)12 was found to be the appropriate model for forecasting 265 

reference evapotranspiration.  The coefficient of determination was found to be higher than 266 

0.91 for training period and 0.86 for testing period. The model also passed the residual tests 267 

which included Ljung Box test and normality test. The model was then used to predict 268 

evapotranspiration for the next five years from the year 2018 to 2022. The parameter 269 

estimates are given for the seasonal ARIMA (1,0,1)(1,1,2)12 are given in Table 3.  270 

 271 

Table 3: Parameter estimates of seasonal ARIMA (1,0,1)(1,1,2)12 272 

 Terms Estimate Std. Error t-value p-value 

Constant 0.068 0.021 3.218 0.002 

AR 0.907 0.046 19.895 0 

MA 0.549 0.086 6.391 0 

AR, Seasonal (1) -0.725 0.295 -2.455 0.015 

MA, Seasonal (1) 0.376 1.594 0.236 0.814 

MA, Seasonal (2) 0.615 1.144 0.538 0.591 

 273 

The performance measures of seasonal ARIMA model in terms of root mean square 274 

error (RMSE) and coefficient of determination (R2) are for temperature as well as reference 275 

evapotranspiration are given in Table 4.  276 

 277 

Table 4: Performance measures of seasonal ARIMA model for mean temperature and 278 

reference evapotranspiration 279 

Time series  Mean Temperature Reference 

Evapotranspiration 

Performance criteria Period Seasonal ARIMA 
(1,0,0)(0,1,1)12   

Seasonal ARIMA 
(1,0,1)(1,1,2)12 

Root Mean square error 

(RMSE) 

Training 0.96 0.41 

Testing 0.98 0.53 

Coefficient of 

determination (R
2
) 

Training  0.93 0.91 

Testing 0.92 0.86 

 280 

The RMSE value and coefficient of determination values suggest that the ARIMA 281 

models selected in this study are reliable and they can be used for forecasting mean 282 

temperature and reference evapotranspiration. Gautam et al. (2016) obtained high coefficient 283 

of determination value of 0.9821 between observed and forecasted value for the testing 284 

period of 24 months [6].  285 

 286 

Mann Kendall test was used for trend analysis of monthly mean temperature of 287 

Navsari and it was found that there was a significant positive trend for October and 288 

November month as indicated by the p-value.  Mishra et al. (2004) utilized 101 years of 289 

temperature data for trend analysis of mean temperature by Mann Kendall test in Upper 290 

Ganga Canal Command and concluded that the annual mean temperatures increased by 291 

0.60ºC in 101 years [13]. Chinchorkar et al. (2016) used Mann Kendall test for trend 292 

detection of mean monthly maximum temperature for Junagadh and it was found in 32 years, 293 



 

 

the highest increase in mean monthly maximum temperature occurred in November [14]. In 294 

this study, negative trend was found in the month of June while positive trend was found in 295 

the remaining months. The Mann Kendall test results for trend analysis of mean temperature 296 

are given in Table 5.  297 

 298 

Table 5: Mann-Kendall test results for trend analysis of mean temperature 299 

  Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 

M-K Test 

Value (S) 

46 99 82 79 37 -14 21 94 24 125 118 22 

Critical 

Value (0.05) 

1.65 1.65 1.65 1.65 1.65 -1.65 1.65 1.65 1.65 1.65 1.65 1.65 

Standard 

Deviation of 

S 

61.56 61.60 61.51 61.47 61.51 61.50 61.32 61.54 61.28 61.57 61.56 61.56 

Standardized 

Value of S 

0.73 1.59 1.32 1.27 0.59 -0.21 0.33 1.51 0.38 2.01 1.90 0.34 

 p-value 0.23 0.06 0.09 0.10 0.28 0.42 0.37 0.07 0.35 0.02 0.03 0.37 

 300 

Conclusions 301 

 302 

It was concluded that for modelling temperature and reference evapotranspiration for 303 

Navsari, seasonal ARIMA (1,0,0)(0,1,1)12 and seasonal ARIMA (1,0,1)(1,1,2)12 were found 304 

to be appropriate models respectively. The coefficient of determination for the testing period 305 

were found to be 0.92 and 0.86 respectively for mean monthly temperature and monthly 306 

reference evapotranspiration when the observed and predicted values were compared. The 307 

predicted temperature and reference evapotranspiration by ARIMA models can thus  be used 308 

for irrigation planning and management. Mann Kendall test used for trend detection in 309 

monthly mean temperature revealed that October and November months had significant 310 

positive trend. Negative trend was observed only in the month of June.  311 

 312 
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Appendix 381 

 382 

Predicted Mean Temperature and Reference Evapotranspiration (2018-2022) 383 

 384 

  
Mean Temperature 

(˚C) 
Reference evapotranspiration 

(mm) 

Jan-18 20.3 4.92 

Feb-18 23.1 7.16 

Mar-18 27.9 7.75 

Apr-18 31.2 8.60 

May-18 32.1 9.14 

Jun-18 31.5 6.55 

Jul-18 28.4 5.07 

Aug-18 27.8 4.45 

Sep-18 27.5 6.14 

Oct-18 29.2 5.25 

Nov-18 27.1 6.91 

Dec-18 22.1 5.22 

Jan-19 20.1 4.82 

Feb-19 22.5 6.80 

Mar-19 27.3 7.49 

Apr-19 31.3 8.71 

May-19 32.0 8.64 

Jun-19 31.7 6.58 

Jul-19 29.6 5.41 

Aug-19 28.6 4.22 

Sep-19 28.2 6.17 

Oct-19 28.8 5.49 

Nov-19 24.1 6.07 

Dec-19 24.1 5.37 

Jan-20 21.4 4.82 

Feb-20 24.6 6.75 

Mar-20 28.8 8.17 

Apr-20 31.4 8.36 

May-20 33.0 8.48 

Jun-20 29.7 6.14 

Jul-20 27.5 5.44 

Aug-20 27.4 4.22 

Sep-20 28.6 5.92 

Oct-20 28.4 4.91 

Nov-20 25.0 6.77 

Dec-20 21.1 4.84 

Jan-21 20.4 4.56 



 

 

Feb-21 22.6 7.42 

Mar-21 27.1 7.89 

Apr-21 30.7 7.92 

May-21 32.4 9.05 

Jun-21 31.2 6.38 

Jul-21 28.2 5.03 

Aug-21 28.3 4.21 

Sep-21 27.3 6.56 

Oct-21 28.0 4.83 

Nov-21 25.9 6.31 

Dec-21 20.8 5.05 

Jan-22 19.7 5.19 

Feb-22 23.2 8.41 

Mar-22 27.1 9.38 

Apr-22 30.5 9.77 

May-22 32.9 9.20 

Jun-22 31.1 8.04 

Jul-22 29.3 6.39 

Aug-22 28.8 4.86 

Sep-22 28.6 7.33 

Oct-22 29.8 6.14 

Nov-22 26.3 7.08 

Dec-22 21.8 5.54 

 385 

 386 


